Federated Optimization Algorithms with Random Reshuffling and Gradient
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The Problem

We study the optimization problem of Federated
Learning (FL), which has the form

win | f(x) = =3 ful@)| . ()
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where M is the number of clients/devices and each
function

fule) = 23 Fi(0), @

represents the loss on client m.
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Smoothness & Strong Convexity
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Compressed Learning

Unbiased Compressor

A compression operator is a randomized map-
ping Q : R? — R? such that for some w > 0

E[Qu)==2  E[|Q@) -zl <wllz|’
for all z € R,

e Rand-K sparsification operator is defined via

where S C [d] is a subset of |d| of cardinality k
chosen uniformly at random. This is unbiased
compressor with w = % — 1.

Design and analyze communication-efficient al-
corithms for Federated Learning using compres-

sion, random reshuffling, and /or local steps and

improving upon existing algorithms both theo-
retically and practically.
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Algorithms & Communication complexities

Q-RR

1. Input: 2 - starting point,y > 0 — stepsize
2. fort=0,1,.... T —1do

3:  Receive x; from the server

4: x(t),m = dby

5. Sample random permutation of [n|:

T = (0 ..., w1
6: fori=0,1,....n—1do
7: for m=1,..., M in parallel do
8 Receive z! from the server
9 Compute and send Q (V fﬁ"(x;))

1 _ 1 M T (i
10: Ty =a— g Y @ (me (%))
11: Send x!™! to the workers
12: Ty = xf

13: OQutput: z7

Q-RR [NEW]:
O <<1+ w) LTaX+w(<’%+O’2*) n UWZ)
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QSGD [1]:
A (1+ w) LmaX+ (W + (1 +w)o?) |
M) pu M pe
Strengths:

e [asy to implement;

e Memory friendly (does not require storing any
additional vectors).

Weaknesses:

e (Q-RR has no theoretical advantages over QSGD
unless w is very small.

Q-NASTYA

1. Input: 2 - starting point, v > 0 — local stepsize,
n > 0 — global stepsize

2. fort=0,1,..., T —1do

32 form=1,..., M in parallel do

4: Receive x; from the server

5 CEg’m — Ty

6 Sample random permutation of |[n]:
T = (w0, ..., 1)

7 fori=0,1,...,n—1do

3 Thn = T = YV fil (@)

9: 9tm = %n (let — x?m)

10: Send Qi(gr.m) to the server

11: gy = ﬁ 2%21 Qt(Qt,m)
12: X1 = Tt — NGy

13:  Send x4, to the workers
14: xp = SC%

15 Output: zr
Q-NASTYA [INEW|:

0 (= (1 51) + s+ B VG )

FedPAQ [2]:

% Lmax(1+w>+w02+ o’
v M) Mu?e Mup%)

Strengths:

e Unlike FedCOM 4], Q-NASTYA provably works
in a tully heterogeneous regime:;

e Unlike FedPAQ), analysis of Q-NASTYA does not
rely on the bounded variance assumption;

e Unlike FedCRR [3], Q-NASTYA converges for
any w > 0;

e If w is small, complexity of Q-NASTYA is
superior to FedPAQ.

Weaknesses:

e In the big w regime, Q-NASTYA has the same
O (1) dependence as FedPAQ.
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DIANA-RR

1. Input: z, - starting point, {hém}%zn:n — initial

shift-vectors, v > 0 — stepsize, a > 0 — stepsize for
learning the shifts

2. fort=0,1,...., T —1do
3. Receive x; from the server
4: xg,m — Xt
5. Sample random permutation of |n]:
T = (w0, ..., 1)
6: fori=0,1,....n—1do
7: for m =1,2,..., M in parallel do
8: Receive x} from the server
9: Compute and send Q (V Frm(zh) — by i’%)
0o gl = R+ Q (V) — h)
11 it = b+ 0Q (Vi (w4, = i)
120 @ =3 Yoz D Gim
13: Send x!™! to the workers

14:  xp = xf

15 OQutput: z7

DIANA-RR [NEW]:
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DIANA [1]:
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Strengths:

o Unlike Q-RR, DIANA-RR does not have a O (1/e)

term;

e Overall complexity of DIANA-RR improves over
DIANA, since O (9wd//<i?) has a better
dependence on € than O ((L+w)or/(pp)).
Weaknesses:

e [t can be memory expensive to maintain

{hé’m}me[M],ie[n] shifts.

DIANA-NASTYA

1. Input: z, - starting point, {hg,,}_, — initial
shift-vectors, v > 0 — local stepsize, n > 0 — global
stepsize, a > 0 — stepsize for learning the shifts

2. fort=0,1,...., T —1do

32 form=1,..., M in parallel do

4: Receive x; from the server

9 xz(f),m — Tt

6 Sample random permutation of [n|:
T = (w0, ..., 1)

7 fori=0,1,...,n—1do

8 G = ) — AN )

9: Gtm = an (:1:,5 — a:?m)

10: Send Oy (gr.m — hem) to the server

L1: his1m = hem + Qi (Grm — hem)

12: gt,m — ht,m + Qt (gt,m - ht,m)

13: his1 = hy + % Zi\le Qy (gt,m — ht,m)
A M

14: gy = ht + ﬁ Zmzl Qt (gt,m — ht,m)

15: Tir1 = Ty — NGy

16: Output: zr

DIANA-NASTYA [NEW]:

O [w + Lzax (1 + %) + Lmax\/c,% + U’%)

FedCRR-VR [3]:

A (w+1) (1 _%)HJF VE (G +0y)
((-)

Strengths:

e The complexity of DIANA-NASTYA is superior
to both FedPAQ and Q-NASTYA:

o If K .= % > 1, complexity of
DIANA-NASTYA is better than for FedCRR-VR.
Weaknesses:

e Fach worker ¢ has to maintain an additional
vector state Ay ,,, which causes an additional
memory cost.
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Experiments

Binary classification via Logistic regres-
sion.
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Figure 1:The comparison of Q-NASTYA, DIANA-
NASTYA, Q-RR, DIANA-RR and existing baselines
(FedCOM, FedPAQ) on binary classification problem with

with M = 10 workers. Stepsizes were tuned and workers used
Rand-k compressor with ¥/a = 0.02 (k = 6, d = 300).
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Image classification via ResNet-18.
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Figure 2:The comparison of Q-RR, QSGD, DIANA,
and DIANA-RR on the task of training ResNet-18 on
CIFAR-10 with M = 10 workers. Stepsizes were tuned and

workers used Rand-k compressor with ¥/a = 0.05.
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