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1. The Problem

7. Numerical Experiments

Problem: Distributed optimization / training, where n workers (devices/clients) 
jointly solve a problem by communicating with a central server.

We conducted several numerical experiments on logistic regression problem 
with L2-regularization
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Options for              :

Communication bottleneck

4. The Framework

2. Local-SGD

3. Our Contributions

Assumptions: Smoothness and quasi-strong convexity of local loss functions: 
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iteration local steps of SGD iteration

A lot of results are already known...

… but many fruitful directions are unexplored

better understanding of the local shifts

importance sampling

variance reduction

variable number of local steps

general theory for multiple data similarity types

General theoretical framework for 
local first-order methods covering

local shifts

importance sampling

variance reduction

variable number of local steps

Our framework

recovers tight rates for known 
optimizers
fills missing gaps for known 
methods 

extends the established 
optimizers

New efficient methods

S-Local-SVRG – the first linearly converging stochastic method with 
                           local updates in heterogeneous case

encodes the time 
of communication

Examples of                    :

Constant local loop Random local loop

allows variable number of local steps

The assumption below covers a very broad class of methods.

Reflects smoothness properties of the problem and noises introduced by 
stochastic gradients and functions dissimilarity

Describes the process of local shifts’ learning and variance reduction

Bounds the workers iterates’ discrepancy

5. Main Theorem: Simplified Version

Finite-sum case:

uniformly at random

depends only on the starting 
point and stepsize

linear function

6. New Method: Shifted Local-SVRG

Iteration 
complexity:

It is just an example. In fact, our approach covers a lot of different setups, 
methods and even the algorithms without local updates.

The first linearly converging local method for heterogeneous data!
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