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1. Introduction
Feature - Interesting points (corners, edges, . . . )

on the picture is equipped with 64 numbers
(descriptor)

Drawback - Often unrelated features are extracted
- belonging to noise (people staying in front of
building, trees, . . . )

Goal of Good Feature Selection: Identify fea-
tures, which helps to distinguish objects of different
categories

2. Hierarchical Categorizat.

All Features Sparse PCA

Features selected by Sparse PCA make it eas-
ier and more robust in clustering

4. Categories Identified by Clustering Using a Subset of Features (Selected by Sparse PCA)

3. Sparse PCA is Able to Select Important Features

Top - original image, Middle - image with all features (MSRE), Bottom - features selected by sparse PCA

5. Final Categories vs. Ground Truth

Ground Truth Categories
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0 0 20 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 19 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 3 0 0 0 0 0 0 3 0 0 0
0 0 0 0 0 0 19 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 5 0 0 0 0
0 8 0 0 0 0 0 3 8 7 18 6 46 14 0
0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 3 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 8 0 0
0 0 0 0 0 0 17 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 7 0 0 12
0 0 0 0 0 0 0 0 0 17 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 2 0 0

Total 265 pictures in 15 categories.


