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3 Next Generation The Next Generation Of
Artificial Intelligence

Al Technologies g

Al

T write about the big picture of artificial intelligence.

What will the next generation of artificial intelligence look like?

Which novel Al approaches will unlock currently unimaginable n

possibilities in technology and business? This article highlights three

emerging areas within Al that are poised to redefine the field—and

society—in the years ahead. Study up now.

Al legend Yann LeCun, one of the godfathers of deep learning, sees self-supervised learning

as the ... [+] © 2018 BLOOMBERG FINANCE LP

For the second part of this article series, see here.

The field of artificial intelligence moves fast. It has only been 8 years

[} d [ ]
1. Unsupervised Learning
° since the modern era of deep learning began at the 2012 ImageNet
2 F e d e ra t e d Le a r n I n g competition. Progress in the field since then has been breathtaking
[

and relentless.

If anything, this breakneck pace is only accelerating. Five years from
3 o Tra n S fO r m e rS now, the field of AI will look very different than it does today.

Methods that are currently considered cutting-edge will have become

outdated; methods that today are nascent or on the fringes will be

mainstream.



Federated Learning: Next Word Prediction
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Federated learning helps preserve user privacy and reduce strain on the
network by keeping data localized.

https://blog.ml.cmu.edu/2019/11/12/federated-learning-challenges-methods-and-future-directions/



Federated Learning: Personalized Healthcare
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Federated learning over heterogeneous electronic medical records
distributed across multiple hospitals.

https://blog.ml.cmu.edu/2019/11/12/federated-learning-challenges-methods-and-future-directions/



First Federated Learning
App Launched in 2017

Federated Learning: Collaborative Machlne Learnmg without

Centralized Training Data it Google Al Blog
ThurSday, Aprll 6, 2017 The latest news from Google Al

Posted by Brendan McMahan and Daniel Ramage, Research Scientists

Standard machine learning approaches require centralizing the training data on one machine orin a
datacenter. And Google has built one of the most secure and robust cloud infrastructures for
processing this data to make our services better. Now for models trained from user interaction with
mobile devices, we're introducing an additional approach: Federated Learning.

Federated Learning enables mobile phones to collaboratively learn a shared prediction model while
keeping all the training data on device, decoupling the ability to do machine learning from the need
to store the data in the cloud. This goes beyond the use of local models that make predictions on
mobile devices ('Iike the Mobile Vision API and On-Device Smart Reply) by bringing model training to
the device as well.

It works like this: your device downloads the current model, improves it by learning from data on
your phone, and then summarizes the changes as a small focused update. Only this update to the
model is sent to the cloud, using encrypted communication, where it is immediately averaged with
other user updates to improve the shared model. All the training data remains on your device, and
no individual updates are stored in the cloud.

“We continue to set the pace in machine
learning and Al research. We introduced a
new technique for training deep neural
networks on mobile devices called Federated
Learning. This technigue enables people to
run a shared machine learning model, while
keeping the underlying data stored locally on
mobile phones.”

Sundar Pichai
CEO, Alphabet

4 Foundational Papers
Cited in the Blog



4 Foundational Papers of
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% Federated Learning Seminar Home Future Talks  Archive v  Register Links Q

. FEderated Lea rnl ng ekIy on Wednesdays
’ One Wortd Seminar 1Tk

There Won't be a Talk on April 28 Due to a Conflict with KAUST Conference on Al (which you can freely attend in a
Zoom webinar form)

Federated Learning One World (FLOW) seminar provides a 3
) o N Organizers
global online forum for the dissemination of the latest scientific
research results in all aspects of federated learning, including I = Peter Richtarik, KAUST, Saudi Arabia (Chair) I

distributed optimization, learning algorithms, privacy, = Virginia Smith, Carnegie Mellon, USA

cryptography, personalization, communication compression,
systems, hardware, and new generation models. The talks will

= Aurélien Bellet, Inria, France

address the theoretical foundations of the field, as well as = Dan Alistarh, IST, Austria
applications, datasets, benchmarking, software, hardware and
systems. Technical Support

| » Samuel Horvath, KAUST, Saudi Arabia |
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Federated Learning of a Mixture of Global and Local Models

Filip Hanzely and Peter Richtarik

King Abdullah University of Science and Technology
Thuwal, Saudi Arabia

February 14, 2020

Abstract

We propose a new optimization formulation for training federated learning models. The
standard formulation has the form of an empirical risk minimization problem constructed to find
a single global model trained from the private data stored across all participating devices. In
contrast, our formulation seeks an explicit trade-off between this traditional global model and
the local models, which can be learned by each device from its own private data without any
communication. Further, we develop several efficient variants of SGD (with and without partial
participation and with and without variance reduction) for solving the new formulation and prove
communication complexity guarantees. Notably, our methods are similar but not identical to
federated averaging / local SGD, thus shedding some light on the essence of the elusive method.
In particular, our methods do not perform full averaging steps and instead merely take steps
towards averaging. We argue for the benefits of this new paradigm for federated learning.

1 Introduction

With the proliferation of mobile phones, wearable devices, tablets, and smart home devices comes
an increase in the volume of data captured and stored on them. This data contains a wealth of
potentially useful information to the owners of these devices, and more so if appropriate machine
learning models could be trained on the heterogeneous data stored across the network of such devices.
The traditional approach involves moving the relevant data to a data center where centralized machine
learning techniques can be efficiently applied (Dean et al., 2012; Reddi et al., 2016). However, this
approach is not without issues. First, many device users are increasingly sensitive to privacy concerns
and prefer their data to never leave their devices. Second, moving data from their place of origin to

a centralized location is very inefficient in terms of energy and time.

1.1 Federated learning

Federated learning (FL) (McMahan et al., 2016, Konetny et al., 2016b,a; McMahan et al., 2017) has

emerged as an interdisciplinary field focused on addressing these issues by training machine learning

PDF

Filip Hanzely and Peter Richtarik
Federated Learning of a Mixture of Global and Local Models
arXiv:2002.05516, February 2020



Training a Federated Learning Model
= Solving a Specific Optimization Problem

of 1
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# model parameters / features _
# devices fi(x) = E¢up, fe(x)

Heterogeneous data regime:
The datasets D1, Ds, - -- ,D,, are allowed to be different



Blaise Agtiera y Arcas
Communication-Efficient Learning of Deep Networks from Decentralized Data
2/2016
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model types. Thus, our goal is to use additional computation
in order to decrease the number of rounds of communica-
tion needed to train a model. There are two primary ways

we can add computatign: 1) increased parallelism, where
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Y. Jiang, J. Konecny, K. Rush, and S. Kannan
}Q Improving Federated Learning Personalization via Model Agnostic Meta Learning
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Our Claims (Very High Level)

Local methods for solving ERM can be seen as
methods for solving Personalized ERM (PERM)

instead!

When viewed that way, local methods have (for the
forst time!) better communication complexity than
nonlocal methods!



Our New Formulation for FL: Personalized ERM
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Both issues fixed!
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Interpolating Two Extremes xl,..f.fsfem{w=f<w>+w<w>}
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Optimality Conditions

Model personalized to device i

Model Agnostic Meta Learning

min {i Zfz(zz) 2z =0 —aVifi(0) W}
i=1

fcR4

C Finn, P Abbeel, S Levine
}“ Model-agnostic meta-learning for fast adaptation of deep networks
PDF ICML 2017

1
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“Meta model” = average of the personalized models
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Local Methods Developed in our Work
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Idea: Apply non-uniform SGD to PERM seen as a 2-sum
problem!
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L2GD: Convergence

okl — 2k (@G (xk) fi is L-smooth
V(") 1 orobabilite 1 1 def 1 L A
G (k) def Ty with probability % Oé< S £~ max i
(@) { %@ with probability p — 2L n 1-pp

i 2 YA 2 2nao
E{Hx —z(N)| ] < (1 .y [2” — z(N)]|” - -

On average, 1]’%19 local steps in between aggregations

On average, p(1 — p)k communications per k iterations f; is p-strongly convex
(5

o M
_ .. C . is E-strongly convex
Optimize over p to minimize number of communications! / n S

A 2\ L. 1
x = . : R. Gower, N. Loizou, X. Qian, A. Sailanbayey, E. Shulgin and P.R.
& A + L )\ —+ L ] log € COmMMunICcations SGD: General Analysis and Improved Rates
PDF ICML 2019



L2GD: # Communications

Local regime () =0) Global regime (A = +)
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Adding Compression
for Better Communication Efficiency



Personalized Federated Learning with Communication Compression

El Houcine Bergou! Konstantin Burlachenko! Aritra Dutta! Panagiotis Kalnis' Peter Richtdrik !

Abstract

In contrast to training traditional machine learn-
ing (ML) models in data centers, federated learn-
ing (FL) trains ML models over local datasets
contained on resource-constrained heterogeneous
edge devices. Existing FL algorithms aim to learn
a single global model for all participating devices,
which may not be useful to all devices participat-
ing in the training due to the heterogeneity of the
data across the devices. Recently, Hanzely and
Richtérik (2020) proposed a new formulation for
training personalized FL models aimed at balanc-
ing the trade-off between the traditional global
model and the local models that could be trained
by individual devices using their private data only.
They derived a new algorithm, called loopless gra-
dient descent (L2GD), to solve it and showed that
this method leads to improved communication
complexity guarantees in regimes when more per-
sonalization is required. In this paper, we equip
their L2GD algorithm with a bidirectional com-
pression mechanism to further reduce the com-
munication bottleneck between the local devices
and the server. Unlike other compression-based
algorithms used in the FL-setting, our compressed
L2GD method operates on a probabilistic com-
munication protocol, where communication does
not happen on a fixed schedule. Moreover, our
compressed L2GD method maintains a similar
convergence rate as vanilla SGD without com-
pression. To empirically validate the efficiency of
our algorithm, we perform diverse and numerous
numerical experiments on both convex and non-
convex problems, and using various compression
techniques.

'King Abdullah University of Science and Technology
(KAUST), Thuwal, Saudi Arabia. Correspondence to: any au-
thor <name.surname @kaust.edu.sa>.

Preprint, February 2021

1. Introduction

We are living in the era of big data, and mobile devices have
become a part of our daily lives. While the training of Ma-
chine Learning (ML) models using the diverse data stored
on these devices is becoming increasingly popular, the tradi-
tional data center based approach to train them faces serious
privacy issues and has to deal with high communication
and energy cost associated with the transfer of data from
users to the data center (Dean et al., 2012). Federated learn-
ing (FL) provides an attractive alternative to the traditional
approach as it aims to train the models directly on resource
constrained heterogeneous devices without any need for the
data to leave them (Koneény et al., 2016b; Kairouz et al.,
2019).

The prevalent paradigm for training FL models is empir-
ical risk minimization, where the aim is to train a single
global model using the aggregate of all the training data
stored across all participating devices. Among the popular
algorithms for training FL models for this formulation be-
long FedAvg (McMahan et al., 2017), Local GD (Khaled
et al., 2019; 2020), local SGD Stich (2019); Khaled et al.
(2020); Gorbunov et al. (2020a) and Shifted Local SVRG
(Gorbunov et al., 2020a) . All these methods require the
participating devices to perform a local training procedure
(e.g., by taking multiple steps of some optimization algo-
rithm) and subsequently communicate the resulting model
to an orchestrating server for aggregation. This process is
repeated until a model of suitable qualities is found. For
more variants of local methods and further pointers to the
literature, we refer the reader to (Gorbunov et al., 2020a).

1.1. Personalized FL

In contrast, Hanzely & Richtarik (2020) recently introduced
a new formulation of FL as an alternative to the existing
“single-model-suits-all” approach embodied by empirical
risk minimization. Their formulation explicitly aims to
find a personalized model for every device. In particular,
Hanzely & Richtérik (2020) considered the formulation'

min [F(z) := f(z) + h(z)] M

!Zhang et al. (2015) considered a similar model in a different
context and with different motivations.

Konstantin Burlachenko
PhD Student

El Houcine Bergou
Research Scientist

Aritra Dutta
Postdoctoral Fellow

Panos Kalnis
Professor

E. H. Bergou, K Burlachenko, A. Dutta, P. Kalnis, and P. Richtarik
}Q Personalized Federated Learning with Communication Compression
PDF Preprint, February 2021
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